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Abstract

There are two different techniques (acoustics and electroacoustics), both of which employ ultrasound instead of
light for characterizing properties of liquid-based dispersions. Acoustic and electroacoustic techniques offer a unique
opportunity to characterize concentrated dispersion in their natural states because ultrasound can propagate through
samples that are not transparent for light. Elimination of a dilution step is crucial for an adequate characterization
of liquid dispersions, especially when the high concentration leads to structured systems. The last 2 years have been
very successful for these new techniques. We give a short overview of the new developments during this time. It
includes first of all a new electroacoustic theory which is valid for concentrated dispersions. So far this theory works
only for thin double layer but for any value of the Dukhin number. Acoustic theory has been expanded as well due
to incorporation of the ‘structural losses’ in addition to the existing mechanisms of the particles interaction with the
sound field. There is a version now which is supposed to work in the structured dispersions. We give here the first
example of this new application for acoustics. Another important new application for acoustics is a ‘mixed
dispersions’, which is dispersed system with several dispersed phases. A specially developed ‘effective media’ approach
allows us to tackle successfully these very complicated systems. Hardware has been improved during last 2 years as
well. We mention here just one new device: {-potential probe. It makes electrokinetic measurement very simple, fast
(down to 15 s), precise (0.1 mv) and accurate. It can work on-line. We give here some examples of the results obtained
with this probe. © 2001 Elsevier Science B.V. All rights reserved.
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shortly these new developments in this paper.
The first technique described here is referred to
as ‘acoustics’. It is somewhat simpler than the
second, which is referred to as ‘electroacoustics’.
characterizing heterogeneous colloidal ~systems. Acoustics deals only with the acoustics properties

New theories have been developed and new instru- of the dispersion such as the ‘attenuation’ and

ments became available. We are going to describe ‘sound speed’: Electroacoustics is more compli-
cated because it is related to the coupling between

* Corresponding author. Tel.: + 1-914-2414777; fax: + 1- the aqouStlc and electric properties of the
914-2414842. dispersion.

1. Introduction

Last 2 years was the time of the intensive
growth of the new ultrasound based techniques for
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The history of the acoustics can be traced back
to the creation of the first hardware for measuring
the acoustic properties of liquids more than 50
years ago at MIT [1] by Pellam and Galt. The first

attempt to develop an acoustic theory for hetero- -

geneous systems was by Sewell 90 years ago [2],
whereas the general acoustic principles for dilute
systems were successfully formulated 45 years ago
by Epstein and Carhart [3]. A long list of applica-
tions and experiments using acoustic spectroscopy
appears in several reviews. [4,5]. Despite all these
developments, acoustic spectroscopy is rarely
mentioned in modern handbooks of colloid sci-
ence [6,7].

Acoustics can provide reliable particle size in-
formation for concentrated dispersions without
any dilution. There are examples for which acous-
tics yields size information at volume fractions
above 40%. Such in situ characterization of con-
centrated systems makes the acoustic method very
useful and quite unique compared to alternative
methods including light scattering where extreme
dilution is usually required. Acoustics is also able
to deal with low dispersed phase volume fractions
and some systems can be characterized at less
than 0.1 vol.%. This flexibility in concentration
range provides an important overlap with classical
methods. i

Acoustics does not require calibration with a
known colloid. It is calibrated on first principles
and provides an absolute particle size distribution
(within the constraints of the model). It is a big
advantage over modern back-light scattering tech-
nique which is also supposed to work in moderate
concentrated dispersions [8]. In addition, acous-
tics theory of takes into account particle interac-
tion [9] whereas back-light scattering technique is
lacking such a theory.

Acoustics is more suitable than light scattering
methods for characterizing polydisperse systems.
Acoustics yields particle size on a weight basis
which makes it similar to sedimentation tech-
niques. Light scattering methods are much more
sensitive to the presence of larger particles be-
cause this phenomenon exhibits a stronger depen-
dence on the particle size, such as fifth or sixth
power. As a result light scattering methods tend
to overestimate the amount of larger particles and
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are often not able to resolve the presence of small
particles in very polydisperse systems.

In addition to particle size, acoustics can also
provide information about the microstructure of
dispersed systems. The acoustic spectrometer can
be considered as a micro-rheometer. Unlike tradi-
tional rheometers, an acoustic spectrometer ap-
plies stresses over a very short distance, on the
scale of microns, thus sensing the microstructure
of the dispersed system. This feature of acoustics
is only beginning to be exploited.

The operating principles of the acoustic spec-
trometer are quite simple. The acoustic spectrom-
eter generates sound pulses that after passing
through a sample are measured by a receiver. The
passage through the sample system causes the
sound energy to change in intensity and phase.
The acoustic instrument measures the sound en-
ergy losses (attenuation) and the sound speed.
The sound attenuates due to the interaction with
the particles and liquid in the sample system.
Acoustic spectrometers work generally in the fre-
quency range of 1-100 MHz. This is a much
higher sound frequency than the upper limit of
our hearing which is approximately 0.02 MHz.
Acoustic spectrometer is non-destructive, energy
of the ultrasound is very low in contrast with
traditional sonicators built for eliminating
aggregation. ‘

While the operating principles are relatively
simple, the analysis of the attenuation data to
obtain particle size distributions does involve a
degree of complexity, since the experimental re-
sults must be fitted to rather complex theoretical
models based on various acoustic loss mecha-
nisms. The advent of high speed computers and
the refinement of these theoretical models have
made the inherent complexity of this analysis of
little consequence. In comparison, many other
particle sizing techniques such as photon correla-
tion spectroscopy also rely on similar levels of
complexity in analyzing the experimental results.

Acoustic methods are very robust and precise
[10]. They are much less sensitive to contamina-
tion compared to the traditional light-based tech-
niques because the high concentration of particles
in the fresh sample dominates any small residue
from the previous sample. It is a relatively fast
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techniques as well. Normally one particle size
measurement can be done in a few minutes. This
features make acoustic very attractive for on-line
particle size monitoring.

Electroacoustics is a relatively new technique.

comparing to acoustics. The first reference to an
electroacoustic effect was made by Debye [11] and
there are several short historical reviews [12,13].
Electroacoustics is more complex than acoustics
because an additional electric field is involved.
Electroacoustics, in principle, can provide particle
size information as well as zeta potential. There
are two different implementations of electroacous-
tics, depending on which field is used as the
driving force. Electrokinetic Sonic Amplitude
(ESA) involves the generation of sound energy
caused by the driving force of an applied electric
field. Colloid Vibration Current (CVI) is the phe-
nomenon where sound energy is applied to a
system and a resultant electric field or current is
created by the vibration of the colloid electric
double layers.

There are two different opinions about the ap-
plication of ultrasound based techniques to char-
acterizing colloidal dispersions discussed in the
paper [14]. We believe that acoustics is much
more powerful than electroacoustics for particle
size characterization. At the same time electroa-
coustics is the wonderful tool for {-potential char-
acterization. We gave several positive arguments
supporting our viewpoint years ago in the paper

[14]. Here we repeat them with some additions

resulting from our long time experience (Table 1).

Table 1
Advantages of the acoustics over the electroacoustics for parti-
cle sizing

1 No calibration using colloid with the known particle
size

2 Much wider particle size range from 10 nm to 100 p,
comparing to the typical electroacoustic range from
100 nm to 10 p

3 Particle size is independent on the any assumptions

and any influence of the particles Double Layers

Particle sizing of uncharged particles

Particle size at high conductivity

Much less sensitive to the temperature variation

Much less sensitive to contamination

N o B

Table 2
Advantages of the electroacoustics over microelectrophoresis
for {-potential characterization

No dilution, volume fraction up to 50%
Less sensitive to contamination

Higher precision (+ 0.1 mV)

Low surface charges (down to 0.1 mV)
Electrosmotic flow is not important
Convection is not important

Accurate for non-aqueous dispersions

S e R R S O R S R

Taking into account these arguments we sug-
gested the combination of acoustics and electroa-
coustics. According to this scheme, acoustics
provides the particle size distribution whereas
electroacoustics is used only for {-potential char-
acterization. We would like to stress here that
electroacoustics has many advantages over tradi-
tional microelectrophoretic method of the {-po-
tential measurement. These advantages are
summarized in the Table 2.

Interaction of ultrasound with a heterogeneous
dispersed system involves various thermodynamic,
hydrodynamic and electrodynamic effects. Gen-
eral theoretical picture is rather complex, how-
ever, there is always an opportunity to apply
some simplification in the case of the particular
real dispersion. This fortunate feature of acoustics
historically has been implemented in terms of
various mechanisms of the ultrasound interactions
with a dispersed system. All together six mecha-
nisms are known: (1) viscous; (2) thermal; (3)
scattering; (4) intrinsic; (5) structural; and (6)
electrokinetic.

(1) The ‘viscous’ mechanism is hydrodynamic in
nature. It is related to the shear waves generated
by the particle oscillating in the acoustic pressure
field. These shear waves appear because of the
difference in the densities of the particles and
medium. The density contrast causes the particle
motion with respect to the medium. As a result,
the liquid layers in the particle vicinity slide rela-
tive to each other. The sliding non-stationary
motion of the liquid near the particle is referred to
as the ‘shear wave’. This mechanism is important
for acoustics. It causes losses of the acoustic
energy due to the shear friction. Viscous dissipa-
tive losses are dominant for small rigid particles
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with sizes below 3 1, such as oxides, pigments,
paints, ceramics, cement, and graphite.

Viscous mechanism is closely related to the
electrokinetic mechanism which is also associated
with the shear waves.

(2) The ‘thermal’ mechanism is thermodynamic
in nature and it is related to the temperature
gradients generated near the particle surface.
Temperature gradients are due to the thermody-
namic coupling between pressure and tempera-
ture. This mechanism is also important for
acoustics. Dissipation of the acoustic energy
caused by thermal losses is the dominant attenua-
tion effect for soft particles, including emulsion
droplets and latex beads.

For yet unknown reasons this thermodynamic
effect does not show up in electroacoustics. There
is a hypothesis [13] that it might be explained by
different symmetry of thermodynamic and elec-
trodynamic fields which eliminates their coupling.

(3) The ‘scattering’ mechanism is essentially the
same as in the case of the light scattering. Acous-
tic scattering does not produce dissipation of
acoustic energy. Particles simply redirect a part of
the acoustic energy flow and as a result this
portion of the sound does not reach the sound
transducer. Scattering mechanism contributes to
the overall attenuation and is. important for
acoustics. This contribution is significant for
larger particles (>3 p)and high frequency (>10
MHz).

(4) The “intrinsic’ mechanism is the part of
acoustics. It causes losses of the acoustic energy
due to the interaction of the sound wave with the
materials of the particles and medium as homoge-
neous phases on a molecular level. It must be
taken into account when overall attenuation is
Jow which might happened for the small particles
or low volume fractions.

(5) The ‘structural’ mechanism bridges acous-
tics with reology. Actually one can consider
acoustic spectrometer as microreometer. In both
cases we apply stress and measure respond. The
difference is a scale of the applied stress. In the
case of acoustics we apply stress over a half
wavelength which is only about tenths of microns
on the megahertz scale. Structural mechanism
might contribute to the acoustic attenuation. Un-
fortunately, this mechanism is still well described.

(6) The ‘electrokinetic’ mechanism describes in-
teraction of the ultrasound with the double layer
of particles. Oscillation of charged particles in the
acoustic field leads to the generation of an alter-
nating electrical field, and consequently to alter-
nating electric current. This mechanism is a basis
for elerctroacoustics. It turned out its contribu-
tion to the acoustic attenuation is negligible. It is
very important feature of acoustics because it
makes it independent on the electric properties of
the dispersion including properties of the double
layers.

There is no theory which would take into ac-
count all six mechanisms. Derivation of such a
theory is complicated by possible coupling be-
tween various mechanisms. Particle—particle in-
teraction brings an additional factor which must
be considered in the concentrated systems. Fortu-
nately, there is an opportunity to simplify this
theory dramatically applying so called ‘long wave
requirement’ [15] which requires the wavelength
of the sound wave 4 to be larger than particle
radius a.

> >a. QY]

The ‘long wave requirement’ (Eq. (1)) restricts
particle size for a given set of frequencies. Our
experience shows that particle size must be below
several tenths of microns for the frequency range
from 1 to 100 MHz. This restriction is helpful for
characterizing small particles.

L'ong wave requirement allows us to consider
all mechanisms separately. For instance, we can
express the total attenuation measured with the
acoustic spectrometer o as a the sum of these five
partial attenuations:

o= Oyis + %n + Olsc + Xint + Ostrs (2)

where a; is the contribution of the viscous mech-
anism, oy 18 the contribution of the thermal
mechanism, o is the contribution of the scatter-
ing mechanism, Oinc is the attenuation in the pure
liquid and o 1 the attenuation caused by oscilla-
tion of the particles bounds in the structured
dispersion.

There is another approach to acoustics that
employs a ‘short wave requirement.” It was intro-
duced by Riebel [16]. This approach works only
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for large particles above 10 p and requires limited
input data about the sample.

Adopting long wave requirement allows us to
use a ‘coupled phase model’ [9,17,18] for describ-

ing relative motion of the particles and liquid and.

‘cell model concept’ [19,20,25,26] for incorporat-
ing hydrodynamic and electrodynamic particle in-
teraction. These two useful theoretical methods
are described below.

This review describes the present state of both
acoustics and electroacoustics. We give here a
short overview of the modern theory using the
same basic notions and principles for both acous-
tics and electroacoustics. Then, we describe exper-
imental tests that have been performed in order to
verify this theory. At the end we give some exam-
ples that illustrate the usefulness of these ultra-
sound based techniques for characterizing real
dispersions.

2. Coupled phase model

Let us consider the infinite small volume ele-
ment in the dispersed system. There is a differen-
tial force acting on this element proportional to
the pressure gradient of the sound wave VP. This
external force is applied to both ‘the particles and
liquid and is distributed between particles and
liquid according to the volume fraction ¢.

Both particles and liquid move with an acceler-
ation created by the sound wave pressure gradi-
ent. In addition, because of inertia effects, the
particles move relative to the liquid which causes
viscous friction forces acting between the particles
and liquid.

The balance of these forces can be presented
using the following system of equations written
separately for particles and liquid:

ou
—QDVP=¢pp7‘:+y(up—um), (3)

0
— (L= WP =(1=9) pu "=ty —t), (4)

where u,,, and u, are velocities of the medium and
particles in the laboratory frame of references, ¢ is
time and y is a friction coefficient which is propor-

tional to the volume fraction and particle hydro-
dynamic drag coefficient €,

e 2
242

Fy=6nnaQ(u, — uy,),

where # is dynamic viscosity, and a is the particles
radius.

In addition we can use the mass conservation
law which might be presented as follows:

oP
— 5 = MH(1 = 9)Vuy + M* Vi, (5)

where M* is a stress modulus (the reciprocal of
compressibility) of the dispersed system, ¢ is a
time.

The system of Egs. (3)—(5) is well known in the
field of acoustics. It has been used in several
papers [9,17,18] for calculating sound speed and
acoustic attenuation. It is valid without any re-
striction on volume fraction. Importantly, it is
known that this system of equations yields a
correct transition to the dilute case.

This system of equations is normally referred to
as the ‘coupled phase model’. The word ‘model’
usually suggests the existence of some alternative
formulation, but it is hard to imagine what one
can change in this set of force balance equations,
which essentially express Newton’s second law.
Perhaps, the word ‘model’ is too pessimistic in
this case.

The ‘coupled phase model’ opens an opportu-
nity to describe polydisperse system without using
superposition assumption. In order to do this we
have to reformulate equations of the force balance
for the polydisperse system.

Let us assume now that we have polydisperse
system with conventional N fractions. Each frac-
tion of particles has certain particle diameter d,,
volume fraction ¢, drag coefficient y, particle
velocity u; in laboratory frame of references. We
assume density of the particles to be the same for
all fractions p,. Total volume fraction of the
dispersed phase is ¢. Liquid is characterized by
dynamic viscosity #, density p,, and velocity in the
laboratory frame of references u,,.
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Coupled phase model suggests to apply force
balance to each fraction of the dispersed system
including dispersion medium. We did it before for
one fraction. Now we apply the same principle to
the N fractions. In addition we consider time and
space dependence of the unknown field variables
P, u,, and u,, as a monochromatic wave Ae/@r =),
where j is a complex unit, / is a complex
wavenumber, o is a frequency of the ultrasound.
As a result we obtain the following system of
N + 1 equations:

—@\VP = @p,jou; + yi(ty — )

cifies the liquid velocity in a form:
VP Zi YiXi
- + - .
jopm (1 —@)jopm
The new system of N equations is:

Py . y,«> Po
L2 _1|\VP=| jop,+— | Xi+7——— L Vi%:
(pm > (J Pty )T g &

Un =

®

This system can be solved using the principle of
mathematical induction. We guess solution for N
fractions and then prove that the same solution
works for N+ 1 fraction. As a result we obtain
the following expression for velocity of the i-th
fraction particle relative to the liquid:

U —Up =

— @, VP = @ip,jou;+ yi(t; — Ug)

N equations for particles , (6)

— (1= Q)P =(1 = @)pmjwtiy — 2, 7:(t; = thm)
equation for the liquid, @)

le*

(jop,+ yi/coi)<l + (ppl(1 — @)pm) 201 Vil (Jopy + vil ¢>i)>

(1=¢)pm+ Zf\; 1 7:(Den; — jwy,)/ joDen,

This particle velocity is important for the fur-
ther calculation in the electroacoustic theory. At
the same time the ‘coupled phase model’ yields an
important result for the acoustic theory. System
of Egs. (6) and (7) combined with the mass con-
servation law allows us to calculate the complex
wavenumber without using superposition assump-
tion. This was done in the paper [9]. We repro-
duce the result here:

(1)

2 T 0o : 2 >
@ <1 — o+ YN Lﬂ) N, (wzqo%/Dena(pm — gpm+ TN, 7(Den, —jwyi)/ijeni>

=1
‘=" Den,;

where

1879, 2
=g
thockes = 37[’7‘1’9(”1' - um)‘

Coupled phase model [13] allows us to calculate
the particle velocity relative to the liquid (u; — )
for each fraction without using superposition as-
sumption. We can solve system of N+ 1 equa-
tions following our previous paper [13]. In order
to do this we reformulate all equations introduc-
ing desirable quantities x; =, — u,, and eliminate
parameter u,, using the last equation which spe-

where
Den,= — w2¢ipp + jwy; + jwd; + B

Parameters f, and &, are two first virial coeffi-
cients which characterize oscillation of the struc-
ture in the case when particles are bound. These
parameters links this theory to the reology. We
show in this review following paper [52] how to
use these parameters on the example of the real
structured concentrated dispersions of alumina.

Figs. 1 and 2 illustrate effect of the structure on
the attenuation spectra of 40 vol.% alumina dis-
persion with median size 1 . It is seen that the



A.S. Dukhin, P.J. Goetz / Colloids and Surfaces A: Physicochem. Eng. Aspects 192 (2001) 267-306 273

first virial coefficient just shifts the critical fre-
quency, keeping the shape of the curve more or
less intact and the peak attenuation constant.
Since the particle size is reciprocally proportional
to the square root of this critical frequency, the
influence of the structure must be very substantial
in order to create large errors in the particle size.

Influence of the first virial coefficient could not
affect quality of fitting. For instance, it cannot
explain possible excess attenuation. Elastic struc-
ture does mnot change the amplitude of
attenuation.

In principle, this second virial coefficient can be
extracted from the attenuation spectra as an ad-
justable parameter as it is shown below.

Expression 11 specifies the complex wavenum-
ber neglecting thermodynamic effects. There is a
versions of the coupled phase model which take
into account thermodynamic effects as well [21]. It
is important in the case of the flexible particles
when the ‘thermal’ mechanism becomes
significant.

Coupled phase model does not assume the ab-
sence of the particle—particle interaction. Parame-
ters fB; and &, reflect the specific particles
interaction like polymer bounds whereas the hy-

1

16
vrial 1=5

- virial 1=15
virial 1 =30

s

15+

'

14
13-
12-
11-]
10-

9
8-

attenuation [dB/cm/MHz]

drodynamic particle—particle interaction is incor-
porated into the drag coefficient y. We can take
into account this hydrodynamic effect calculating
y using ‘cell model concept’ which is described in
the following section.

3. Cell model concept

The main idea of the ‘cell model’ is that each
particle in the concentrated system is considered
separately inside of spherical cell of liquid associ-
ated only with given individual particle. The cell
boundary conditions formulated on the outer
boundary of the cell reflect the particle—particle
interaction.

In the past, the cell model has been applied
only to monodisperse systems. This restriction
allows one to define the radius of the cell. Equat-
ing the solid volume fraction of the each cell to
the volume fraction of the entire system yields the
following expression for the cell radius b:

b=—r. (12)

In the case of a polydisperse system, the intro-

no structure, vfr 40%vl, size 1 micron

™ T { T T T

10 100

frequency [MHz]

Fig. 1. Theoretical attenuation of the 40 vol.% alumina slurry with 1 p particles at different values of the first virial coefficient

assuming the second virial coefficient to be a zero.
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Fig. 2. Theoretical attenuation of the 40 vol.% alumina slurry with 1 p particles at different values of the second virial coefficient

assuming the first virial coefficient to be a zero.

duction of the cell is more complicated because
the liquid can be distributed between fractions in
an infinite number of ways. However, the condi-
tion of mass conservation is still necessary.

Each fraction can be characterized by particles
radii a,, cell radii b,, thickness of the liquid shell in
the spherical cell /,=b,— a, and volume fraction
¢, The mass conservation law relates these
parameters together as follows:

N 1\3
Z<1+—’> ;=1 (13)
i=1 a;

This expression might be considered as an
equation with N unknown parameters /.. An addi-
tional assumption is still necessary to determine
the cell properties for the polydisperse system.
This additional assumption should define the rela-
tionship between particle radii and shell thickness
for each fraction. We suggest the following simple
relationship:

l,=1la". (14)

This assumption reduces the number of un-
known parameters to only two which are related
by the following expression:

N
Y A +la;~Ye,=1. (15)
i=1

The parameter n is referred to as a ‘shell factor’.
Two specific values of the shell factor correspond
to easily understood cases. A shell factor of 0
depicts the case in which the thickness of the
liquid layer is independent on the particle size. A
shell factor of 1 corresponds to the normal ‘super-
positioh assumption” which gives the same rela-
tionship between particles and cell radiuses in the
monodisperse case, i.e. each particle is surrounded
by a liquid shell which provides each particle the
same volume concentration as the volume concen-
tration of the overall system.

In general, the ‘shell factor’ might be consid-
ered an adjustable parameter because it adjusts
the dissipation of energy within the cells. How-
ever, our experience using this cell model with
acoustics for particle sizing [22] indicates that
shell factor equal 1 is almost always suitable. We
take this value of n for the further derivations.

Cell model concept can be applied for describ-
ing the hydrodynamic effects as well as elec-
trokinetc effects. The following sections present
the short review of both types of the cell models.
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4. Hydrodynamic cell model

There are two most widely used hydrodynamic
cell model called according to the names of their

authors: Happel cell model [23] and Kuwabara.

cell model [24]. Both of these are formulated for
incompressible liquid. The long wavelength re-
quirement (Eq. (1)) allows us to use this tradi-
tional hydrodynamics in the non-stationary case
of the ultrasound field. The system of the equa-
tions for liquid velocity u and hydrodynamic pres-
sure P is as following:

pm%=n rot rot u + grad P, (16)
divu =0. 17

Both models apply the same boundary condi-
tions at the surface of the particle:

u(r=a)=u,—uy, (18)
ugr=a)= — (u, — thy). (19)

The boundary conditions at the surface of the
cell are different. For the Kuvabara cell model it
is given by the following equations:

rotu,_,=0, (20)
u,(r=>b)=0. . 21
In the case of the Happel cell model they are:

_Lou,  O(ug/r)
H,g(r=b)—;80+r 3 =0, 22)

u,(r=>0)=0. (23)

The general solution for the velocity field con-
tains three unknown constants C, C; and C,:

3
u,(ry==C <1 ——f—j) +1.5 Jb (1 —%) h(x) dx,

(24)

ug(ry=—=C (l +5bri3>— 1.5 Jb (1 +£%> h(x) dx,
' (25)
h(x) = Cihy(x) 4+ Cohy(x). (26)

The drag coefficient can be expressed in the
following form general for both Kuvabara and
Happel cell models:

3 dx o

4jo?
= 27
- @
where x is normalized same way as «a, coefficients
C, and C, are different for two cell models:

Kuvabara Happel
G hy(b) bhy(b) — 21,
I bI+2(1,1,5—1,153)
G, _ (b) _ bm(®)-21,
I bI+2(L1 53— 1,1,5)

Happel cell model suits more for acoustics be-
cause it describes more adequately energy dissipa-
tion, whereas Kuvabara cell model is better for
electroacoustics because it automatically yields
Onsager relationship [20,25].

5. Electrokinetic cell model

Electrokinetic cell models are the results of
some generalization of the hydrodynamic cell
models. There are many ways to perform this
generalization and, correspondingly, many ways
to create a different electrokinetic cell models. The
difference between electrokinetic cell models is
related to the description of the electric character-
istics. The relationship between macroscopic ex-
perimentally measured electric properties and
local electric properties calculated using cell con-
cept varies for different cell models. For instance,
Levine—Neale cell model [27] specifies this rela-
tionship using one of the many possible analogies
between local and macroscopic properties.
Macroscopic properties are current density <{I)
and electric field strength (E). They are related
with local electric current density I and electric
field V¢ according to the Levine—Neale cell
model with following expressions:

__ ¢
Iy= Feosd (28)
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1 0¢
(E)= cosd 8r’_b‘ 29)

Relationships Egs. (28) and (29) are not unique.
There are many other ways to relate macroscopic
and local fields. It means that we need a set of
criteria to select a proper cell model. These crite-
ria have been suggested in the electrokinetic cell
model created by Shilov and Zharkikh [25,26].
Their two criteria determine a proper choice of
the macroscopic ‘fields” and ‘flows’.

The first criteria is a well-known Onsager rela-
tionship [6] which constrain values of the macro-
scopic particles velocity relative to the liquid {V),
macroscopic pressure (P, electric current {I)
and field (E):

|14
7y _LE) o (30)
(Dpy=o (VP)
This relationship requires a certain expression
for entropy production 2

5 =2 ((D(E) + (VXPY). 31)

Shilov and Zharkikh used this relationship be-
tween ‘fields’,‘flows’ and entropy production in
order to derive cell model condition for macro-
scopic properties. It turned out that expression for
the macroscopic field strength is different compar-
ing with Levine—Neale:

__?
CE) = ot =" (32)

whereas expression for the macroscopic current is -

the same in the both models.

This cell model yields the correct transition to
the Smoluchowski law. Smoluchowski law is a
very important test for any electrokinetic theory
because it is valid for any geometry and volume
fraction. Failure to satisfy the Smoluchowski law
test is a clear indication that the theory is not
correct. Shilov and Zharkikh wrote in their paper
that their theory met Smoluchowski law require-
ment. They even made a stronger conclusion that
it was the Levine—Neale cell model which did not
reduce to the Smoluchowski law. This opinions is
discussed in the paper [20]. It was shown again
that this difference comes from the misunder-
standing of the Smoluchowski law in the case of

concentrated systems. The version of Smolu-
chowski law which is valid in concentrated sys-
tems confirms Shilov—Zharkikh cell model.

6. Theory of acoustics

The most well known acoustic theory for het-
erogeneous systems was developed by Epstein,
Carhart [3], Allegra and Hawley [28]. The theory
takes into account the four most important mech-
anisms (viscous, thermal, scattering and intrinsic)
and is termed the ‘ECAH theory.” It describes the
acoustic attenuation for a monodisperse system of
spherical particles and is valid only for dilute
systems. Extensions of the ECAH theory to in-
clude polydispersity have typically assumed a sim-
ple linear superposition of the attenuation for
each size fraction. The term ‘spherical’ is used to
denote that all calculations are performed assum-
ing that each particle can be adequately repre-
sented as a sphere.

Most importantly, the term ‘dilute’ is used to
indicate the assumption that there are no parti-
cle—particle interactions. This fundamental limita-
tion normally restricts the application of the
resultant theory to dispersions with a volume
fraction of less than a few volume percent. How-
ever, there is some evidence that the ECAH the-
ory, in some very specific situations, does
nevertheless provide a correct interpretation of
experimental data, even for volume fractions sur-
prisingly as large as 30%.

An early demonstration of this ability of the
ECAH theory was provided by Allegra and Haw-
ley. They observed almost perfect correlation be-
tween experiment and ECAH theory for following
dispersions: a 20% by volume toluene emulsion; a
10% by volume hexadecane emulsion; and a 10%
by volume polystyrene latex. Experiments with
emulsions by McClements [29,30] has provided
similar results. The recent work by Holmes, Chal-
lis and Wedlock [31,32] also shows good agree-
ment between ECAH theory and experiments
even for 30% by volume polystyrene latex. An
absence of particle—particle interaction was also
observed with neoprene latex [33].
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It is important to note that the unexpected
validity of the dilute ECAH theory for moderately
concentrated systems has only been demonstrated
in systems where the ‘thermal losses’ were domi-
nant, such as emulsions and latex systems.

The difference between the ‘viscous depth’ and
the ‘thermal depth’ provides an answer to the
observed differences between emulsions and solid
particle dispersions. These parameters character-
ize the penetration of the shear wave and thermal
wave correspondingly into the liquid. Particles
oscillating in the sound wave generate these waves
which damp in the particle vicinity. The charac-
teristic distance for the shear wave amplitude to
decay is the ‘viscous depth’ d,. The corresponding
distance for the thermal wave is the ‘thermal
depth’ 6,. The following expressions give values
for the parameters in dilute systems:

b= |, (33)
a)
27
- j_—-m 34
b Wpm C (34)

where v is the kinematic viscosity, w is the sound
frequency, p,, is the density, 7, is heat conduc-
tance, C' is a heat capacity at constant pressure
of liquid. :

The relationship between &, and J, has been
considered before. For instance, McClements
plots ‘thermal depth’ and ‘viscous depth’ versus
frequency [29,30]. It is easy to show that the
‘viscous depth’ is 2.6 times more than the ‘thermal
depth’ in aqueous dispersions. As a result, the
particle viscous layers overlap at the lower volume
fraction more than the particle thermal layers.
Overlap of the boundary layers is the measure of
the corresponding particle—particle interaction.
There is no particle interaction when correspond-
ing boundary layers are sufficiently separated.

Thus, an increase in the dispersed volume frac-
tion for a given frequency first leads to the over-
lap of the viscous layers because they extend
further into the liquid. Thermal layers overlap at
higher volume fractions. Therefore, the particle
hydrodynamic interaction becomes more impor-
tant at the lower volume fractions than the parti-
cle thermodynamic interaction.

volume fraction,%
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Fig. 3. Attenuation spectra calculated for various volume
fractions of the dispersion of 1 p particles.

Overlap of the boundary layers affects a critical
frequency at which attenuation expressed in dB
cm~! per MHz reaches maximum. For systems
where the viscous acoustic losses dominate, the
maximum is shifted to higher frequencies at high
concentrations, which will result in a lower atten-
uation value for a given frequency. Therefore if
the attenuation is considered at a single frequency
the attenuation will at first increase with higher
dispersed phase. Once the concentration is high
enough, the attenuation curve and maximum shift
to higher frequencies and the attenuation at the
considered single frequency decreases. This effect
is illustrated with calculated attenuation spectra
on Fig. 3 and later it is proved with equilibrium
dilution test [13].

The 2.6 times difference between J, and J, leads
to a large difference in the volume fractions corre-
sponding to the beginning of the boundary layers
overlap. It is interesting that this important fea-
ture of the ‘thermal losses’ works for almost all
liquids [34,21]. Therefore ‘thermal losses’ are
much less sensitive to the particle—particle inter-
action than ‘viscous losses’ for almost all known
liquids. It makes ECAH theory valid in a much
wider range of emulsion volume fractions than
one would expect.
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There is one fact that follows from the values of
the liquid’s thermal properties that makes it con-
venient to use ECAH theory. In general, ECAH
theory requires information about three thermo-
dynamic properties: thermal conductivity 7, heat
capacity C, and thermal expansion f. It turns out
that 7 and C, are almost the same for all liquids
except water [35]. The number of required
parameters is then reduced to one — thermal
expansion. The parameter of the thermal expan-
sion then plays the same role in ‘thermal losses’ as
density in ‘viscous losses’.

ECAH theory has a big disadvantage of being
mathematically complex. It cannot be generalized
for particle—particle interactions. Long wave re-
quirement allows us to overcome this problem by
simplifying the theory. We can express the total
attenuation measured with the acoustic spectrom-
eter as a the sum of these five partial attenuations
(see Eq. (2)) if long wave requirement is valid. In
addition, by restricting frequency and particle size
with the longwave requirement we can use the
simpler explicit expression for the thermal losses
o, obtained initially by Isakovich [36] and confi-
rmed later by Epstein and Carhart [3], Allegra
and Hawley [28]:

b 30Tenputn [ Pm Sy Y
o 2a? PuCl ppCB

1 tanh
Re< " LLLE > (35)
1 —jz,, tptanhz, —z,

where

L JopC
z=(1+/) /—zr—p~

At the same time the long wave requirement
provides a sufficient simplification of the theory
for taking into account particle—particle hydrody-
namic interaction into the theory of the viscous
losses. It has been done in the work [9] on the
basis of the ‘coupled phase model’ [17,18]. This
new theory works up to 40% volume and yields
the following expression for the complex
wavenumber / assuming viscous losses as the only
one mechanism of the particles interaction with
the sound wave:

2M*
w? -
DY
A= @)+ oy T, P
Pl @)+ pp 1 (Jop,9;+7:) (36)
(1— @)+ (0@ =2)y,— 1 — 9)p,)
= Jop,o:—7;

where Q2 is a drag coefficient specified above, M*
is stress modulus which can be expressed in terms
of densities and sound speeds as follows:

_ PoPmCpCm

PPmem+ (1= @)pyey

Expression Eq. (36) specifies the value of vis-
cous losses:
= -Im/ 37)

This theory can be used also for calculating
sound speed of the dispersions where viscous
losses are dominant.

M*

c

o=
ST Rel

Equation Eq. (36) neglects contribution from
the specific forces or particle bonds. It means that
it is valid only in non-structured dispersions. In
the case of the structured dispersions the more
general Eq. (11) must be used. That equation
presents together contribution of the viscous and
structural losses. It is interesting to consider an
extreme case when viscous losses are negligible,
but structural ones are dominant. It is case of the
g:els made either by very small nano-particles or
by polymers. Eq. (11) yields the following expres-
sion for the structural losses of gels:

J2K*

=

(38)

w
Po(f — @2pp@) +jwdp,

(1 = )(B — ?pyp) — @2¢2pol + j(1 — p)wd

(39)

Expressions for calculating intrinsic o;,, and

scattering losses a, for long-wave limit are given

in the papers of McClements [4,29,30]. He uses

the term ‘lossless scatterers’ for describing sound

propagation through the system when dissipative

mechanisms of viscous and thermal losses are

negligible. Intrinsic attenuation in such a system
can be expressed as following [33]:
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. (1 - q))(am/cm) + @(pmap/ppam) & (40)
(1= @)/ca) + (9pwmlppcy) N Pm

where «,, and o, are attenuations of the medium

and particle materials.

Scattering attenuation can be calculated follow-
ing the Waterman—Truell theory [37] which yields
the following expression for the complex
wavenumber [ associated with scattering:

1} 3jp 9
2= <1 " lua) A°> (1 Ty )

where 4, and 4, are monopole and dipole scatter-
ing coefficients calculated for a single particle,

int

w .
[s = +Jo‘sc’

5

w
[y =—Fjon.
cm
The simplest formula expressing the scattering
losses in terms of densities and sound speeds can
be derived from Eq. (10) for a single scattering:

4431 2\2 _ 2
Ase = qow 4a Py 1 - pmc;n + Mﬁ :
2¢t |3 PoCs 205+ Pm
(41)

It is seen that scattering losses depend on fre-
quency very strongly. According to our experience
scattering is important only for large particle (> 3
) and at high frequencies (> 10 MHz).

There are two recent developments in the the-
ory of acoustics that deserve to be mentioned
here. The first one is a theory of acoustics for
flocculated emulsions [38]. It is based on ECAH
theory but it uses in addition an ‘effective
medium’ approach for calculating thermal proper-
ties of the flocs. The success of this idea is related
to the feature of the thermal losses that allows for
insignificant particle—particle interactions even at
high volume fractions. This mechanism of acous-
tic energy dissipation does not require relative
motion of the particle and liquid. Spherical sym-
metrical oscillation is the major term in these kind
of losses. This provides the opportunity to replace
the floc with an imaginary particle assuming a
proper choice for the thermal expansion.

Another significant recent development is due
to Samuel Temkin. He offers in his recent papers

[39,40] a new approach to the acoustic theory.
Instead of assuming a model dispersion consisting
of spherical particles in a Newtonian liquid, he
suggests that the thermodynamic approach is ex-
plored as far as possible. This new theory is based
on particle velocities and temperature fluctua-
tions. Tempkin’s theory yields some unusual re-
sults, but has not yet been used in commercially
available instruments.

7. Theory of electroacoustics

Whereas acoustic spectroscopy describes the
combined effect of all loss mechanisms, electroa-
coustic spectroscopy, as it is presently formulated,
emphasizes only electrokinetic mechanism.

In acoustic spectroscopy sound is utilized as
both the excitation and the measured variable,
and therefore there is but one basic implementa-
tion. In contrast, electroacoustic spectroscopy
deals with the interaction of electric and acoustic
fields and therefore there are two possible imple-
mentations. One can apply a sound field and
measure the resultant electric current which is
referred to as the colloid vibration current (CVI),
or conversely one can apply an electric field and
measure the resultant acoustic field which is re-
ferred to as the electronic sonic amplitude (ESA).

CVP occurs when the density of the particles p,
differs from that of the medium p, and the

“particles move relative to the medium under the
influence of an acoustic wave. This motion causes
a displacement of the internal and external parts
of the double layer (DL) and is usually referred to
as a polarization of the DL [44]. The displacement
of opposite charges gives rise to a dipole moment
and the superposition of the electric fields of these
induced dipole moments over the collection of
particles gives rise to a macroscopic electric cur-
rent defined as the colloid vibration current
(CVI). Thus, the fourth mechanism of particles
interaction with sound leads to the transformation
of part of the acoustic energy to electric energy.
This electric energy may then be dissipated if the
opportunity for electric current flow exists.

ESA occurs when an alternating electric field is
applied to the disperse system [12]. If the zeta
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potential of the particle is greater than zero, then
the oscillating electrophoretic motion of the
charged dispersed particles generates a sound
wave. Both electroacoustic parameters CVI and
ESA can be experimentally measured. The CVI or
ESA spectrum is the experimental output from
electroacoustic spectroscopy. Both of these spec-
tra contain information about (-potential and
PSD, however, only one of the electroacoustic
spectra is required because both of them contain
essentially the same information about the dis-
persed system.

The conversion of electroacoustic spectra into
PSD requires a theoretical model of the electroa-
coustic phenomena. This conversion procedure is
much more complicated for electroacoustics com-
pared to acoustics because of the additional com-
plications arising from the added electric field.

There are two quite different approaches to
derive an electroacoustic theory. Historically the
first began with works by Enderby and Booth
[41,42]. They simply tried to solve a system of
classical electrokinetic equations without using
any thermodynamic relationships. It was very
complex because they took into account surface
conductivity effects. Although this initial theory
was valid only for dilute systems, this approach
was later expanded by Malrow, Fairhurst and
Pendse [43], who tried to generalize it for concen-
trated systems using a Levine cell model. Unfortu-
nately, this first attempt to create electroacoustic
theory for concentrates was not successful because
Levine cell model is not suitable for this purpose
[13].

An alternative approach to electroacoustic the-
ory was suggested later by O’Brien [45,46]. He
introduced the concept of a dynamic elec-
trophoretic mobility x, and suggested a relation-
ship between this parameter and the measured
electroacoustic parameters such as Colloid Vibra-
tion Current (CVI) or Electrosonic Amplitude
(ESA):

Pp~ Pm

m

ESA (CV]) = Cey ouqa E(VP), (42)
where C,, is a cell constant, P is the hydrody-
namic pressure, and E is the external electric field
strength.

Unfortunately, the simple relationship Eq. (42)
is not valid for concentrated systems as it was
shown theoretically and experimentally in the
work [13].

According to O’Brien’s a complete functional
dependence of ESA(CVI) on the key parameters
like (-potential, particle size and frequency is
incorporated into dynamic electrophoretic mobil-
ity. Coefficient of proportionality between ESA
(CVI) and uq is frequency independent as well as
is independent on particle size and {-potential.
This peculiarity of the Eq. (42) made dynamic
electrophoretic mobility being a central parameter
of the electroacoustic theory.

The first theory of the dynamic electrophoretic
mobility which relates this parameter with other
properties of the dispersed system was created
initially by O’Brien for dilute case only, neglecting
particle—particle interaction. We call this version
the ‘dilute O’Brien’s theory’.

Later he applied Levine cell model trying to
expand dynamic electrophoretic theory to concen-
trated systems [46]. This work was generalized
recently by Ohshima [47]. We call this version the
‘O’Brien-Levine’ theory.

The last development of this approach was
made recently by Ohshima, Shilov and Dukhin
[20,48,49]. We used Shilov—Zharkikh cell model
for dynamic electrophoretic mobility. We call
combination of O’Brien’s relationship and our
dynarhic electrophoretic mobility theory the ‘hy-

. brid O’Brien’s theory’.

For a time, it looked like O’Brien’s approach
had won out over the other approach because it
appeared to yield a desirable electroacoustic the-
ory for the concentrated case. However, one im-
portant question remains unsolved. In principle
these two approaches must give the same result. It
is not clear if it is the case. These two approaches
are completely independent and relationship be-
tween them is not known even in dilute case. It is
obvious that such comparison must be done. It
would provide a strong support for O’Brien’s
theory if it confirms that two approaches merge.
The first approach is somewhat more basic. It
needs only major well tested electrokinetic
equations.
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The new theory based on the first approach has
been created by A. Dukhin, V. Shilov, H.
Ohshima and P. Goetz in the papers [13,50] for
the simpler case of the CVI and/or CVP when
gradient of pressure is a driving force generating
electroacoustic signal. We would like to be cau-
tious concerning expanding this new theory to the
ESA phenomenon. It turned out that problem of
frame of references has different implications for
these different electroacoustic effects.

This new theory applies several assumptions.
First, it is valid only for thin double layer

ka>»1, (43)

where x is reciprocal Debye length. The first
attempt to eliminate this restriction in electroa-
coustic theory has been described in the papers
[58,59].

Second, it assumes surface conductivity x? to
be the same for all particles independently on
their size.

Third, it considers frequency only below
Maxwell-Wagner dispersion [51]:

K
<o, =—, (44)
&

where ¢ and ¢, are dielectric permittivities of the
medium and vacuum, K, is the conductivity of
the medium.

This improved electroacoustic theory yields the
following expression for CVI:

CVI = 9eeol (pp — Pr)VP

tween new electroacoustic theory and O’Brien’s
theory even modified with the new expression for
dynamic mobility. Fig. 4 illustrates significance of
the difference between two theories. Which one is
correct?

There is an opportunity to answer this question
using quasi-stationary limit of low frequencies. It
is possible to derive an independent expression for
CVI in this stationary case using Onsager rela-
tionship and Smoluchowski law. Comparison of
both theories with this low frequency limit shows
that the new theory (Eq. (45)) satisfies transition
requirement to the stationary case whereas
O’Brien theory does not.

This conclusion was proved experimentally in
the paper [13].

Failure of the O’Brien’s relationship to satisfy
the Onsager principle and experiment is very un-
fortunate for electroacoustic theory because it
prevents us to use a very convenient Eq. (42) and
notion of dynamic electrophoretic mobility.

We would like to stress that according to our
knowledge commercially available electroacoustic
spectrometer based on ESA principle — Acousto-
sizer of Colloidal Dynamics, applies empirical
correction for calculating {-potential from the
ESA signal. It follows directly from the recent
review published by Professor Hunter who is one
of the Acoustosizer authors [12]. This correction
is necessary because, as Professor Hunter admits,
their theory is valid only up to 5 vol.%. This

N (1(Dy; + 1) = (Du; = 0.5)9) (@:h(2)] jouI () (py, — pra(3H;/20;+ 1))

4n

where a is a particle size, ¢ = a\/a)/2v, B =baa,
special functions A, H and I are given below,
H,= H(a,), I,=I(x;) and

(46)

This theory takes into account surface conduc-
tivity effects and as a result is valid for any value
of the Dukhin number. This - dimensionless
parameter was introduced by Lyklema [6].

It turned out that there is contradiction be-

N CS)

1—(pp/1 = )20 1 0.QH, 2L+ D py — pu(3H, 20+ 1)

empirical correction works and reduces dramati-
cally error of the Acoustosizer in some concen-
trated systems. Unfortunately, this empirical
corrections mask results of theoretically justified
calculations.

So far, the new electroacoustic theory has been
tested with rigid heavy particles only. It is not
clear yet how it will work for emulsions as there
were no experimental data with emulsions avail-
able. This concern is related to the fact that this
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new theory as well as O’Brien’s theory neglect
thermodynamic effects. It is rather surprising as the
thermodynamic effect of ‘thermal losses’ is domi-
nant for acoustics of emulsions. It is not clear yet
why electroacoustics is so different from acoustics
for thermodynamic effects not to be important.

A simple hypothesis which might explain this
difference is that electroacoustics is related to the
displacement of the electric charges in the double
layer (DL). This displacement is characterized by
dipole symmetry (E = f(r) cos §). At the same time
‘thermal losses’ measured by acoustics are associ-
ated mostly with spherical symmetry. They are
caused by oscillation of the particle’s volume in the
sound wave. It is clear that such a spherical
symmetrical oscillation does not necessarily cause
displacement of electric charges with dipole
structure.

This is a hypothesis, and a fundamental theory
that will take into account the thermodynamic
effects in addition to electrodynamic and hydrody-
namic effects should resolve this question. The
electroacoustic theory of emulsions will not be
complete unless such a theory is developed.

Nevertheless, electroacoustics even at its present

stage can yield very important information about
electric surface properties of emulsions as will be
shown below.

8. Electroacoustic {-potential probé

The new electroacoustic theory has been accom-
panied with the new device for measuring Colloid
Vibration Current. It is {-potential probe DT-300
by Dispersion Technology Inc [53,54]. It consists of
two parts: electronic part and sensor part.

All electronics are placed on two special purpose
boards (Signal Processor and Interface). It requires
also a conventional Data Acquisition card. The
Signal Processor board and DAC are placed inside
of a personal computer which performs interface
with user using Windows based software.

The electroacoustic sensor probe contains a
piezoelectric transducer with a critical frequency 3
MHz and a sensing electrode which is placed on the
surface of the transducer. This electrode is sepa-
rated from the external reference electrode with a
non-conducting rigid ceramic insert. Internal elec-
tric impedance between these electrodes can be
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selected depending on the conductivity range of the
samples by means of an internal transformer. The
transformer is selected such that the input
impedance is significantly less than the external
impedance of the sample such that the resultant
signal is proportional to the short circuit current.
This transformer is located just behind the central
electrode in order to minimize the stray capaci-
tance.

There is a special plastic rod between transmit-
ting transducer and the sensing electrode with a
low acoustic impedance. This rod adjust acoustic
impedance of the probe and dispersion eliminating
a high reflection on this surface. This additional
rod opens a way to calibrate an absolute power
using reflection on the transducer-rod surface.

The signal processor generates the transmit gate
which defines the 1 Watt pulse generated in the
Interface module as well as the necessary signals to
set the frequency. Electroacoustic measurement
can be performed either for one frequency or for
the chosen set of frequencies from 1 to 100 MHz.
Transducer converts these pulses to the sound
pulses with some certain efficiency. Sound pulse
propagates through the quartz delay rod, acoustic
impedance rod and eventually through the sample.
Acoustic pulse propagating through the sample
excites particles, disturbs their double layers. Parti-
cles gain dipole moments because of this excita-
tion. These dipole moments generate electric field.
This electric field changes the electric potential of
the central sensing electrode. Difference of the
electric potentials between central electrode and
external reference electrode causes electric current.
This current is registered as Colloid Vibration
Current. The value of this current is very low. It
takes averaging of at least 800 pulses in order to
achieve the high signal to noise ratio. Number of
pulses depends on the properties of colloid. Mea-
surement of CVI in low conducting oil based
systems requires averaging of millions pulses. In
principle, this method makes it possible to measure
any low energy signals.

The general expression for the local CVI (Eq.
(45)) contains one unknown parameter: P pressure.
Pieso crystal converts initial 1 W -electric signal to
the sound with low efficiency, about 40 dB loss.
The efficiency of this conversion is frequency de-

pendent which makes additional problem for fre-
quency CVI spectra measurement. Sound intensity
after piesocrystal is rather low and not very well
defined. Each pieso crystal has unique efficiency.
Then, pulse propagate through the delay rod,
acoustic impedance rod and partially reflects from
the sensor—liquid surface. This changes amplitude
of pressure again. As a result we do not know exact
pressure at the point of the measurement.

Colloid vibration current can be presented in the
simplified form:

CVI= C*C*VP*G((/% a)*Zdis/(Zdis + Zrod)9 (47)

where C is a geometry calibration constant which
characterizes complex distribution of the electric
and sound fields near the electrodes surfaces, the
multiplier with acoustic impedances of the disper-
sion Z and impedance rod Z characterizes reflec-
tion on the probe surface, function G is defined
with Eq. (45).

Neither of the C and P are known. In order to
exclude them we use calibration procedure de-
scribed below.

In order to eliminate unknown constants C and
P we use calibration with Ludox at 10% wt. diluted
with KCI 10~2 mol 1~ !. This silica particles have
{-potential — 38 mV at pH 9.3. CVI value for this
colloidal silica can be expressed as following:

CVI; =

Cx{;xVP*G (9, A5)* Zgis sit) (Zais.sit T Zroa)-
: (48)

From this equation we can calculate unknown C
and P and use them for calculating CVI for other
samples:

CVI = CVIx{ [ {*G (@, a)/G(@g1, a5)*Z ;s
*(Zaissit T Zeod)[(Zais + Zroa) L is sir- 49)

Expression Eq. (49) can be used for calculating
either {-potential only from the magnitude of the
CVL

In addition DT-300 measures a phase of the
CVI signal. This phase yields a particle size infor-
mation. In the case of a single frequency this
measurement provides only a mean particle size. In
the case of the multiple frequencies the more detail
information about particle size distribution
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is available. However, according to our experi-
ence, acoustic spectroscopy is much more suitable
for characterizing the particle size distribution
[55].

9. Titration experiments

Electroacoustic {-potential probe offers a very
simple and fast way to perform electrochemical
characterization of the surface. Software of DT-
300 has several optional titration protocols for
running two burettes. These burettes are able to
inject chemicals with increments as low as 0.2 pl.

The most common is pH titration. User should
specify maximum and minimum pH, number of
points, number of sweeps, direction. This software
assumes 1 N acid and base. In addition user can
change equilibration time, tolerance, sample vol-
ume, etc.

Equilibration time is very important parameter.
Titration makes sense only if it follows the equi-
librium root. Some systems exhibit a very long
equilibration time. The good example is a concen-
trated zirconia dispersion. Fig. 5 shows evolution

of the {-potential and pH of the 3 vol.% zirconia
dispersion in time. It is seen that equilibration
time is about 30 min. For comparison, silica
Ludox reaches equilibrium in a fraction of
minute. A typical equilibrium titration of the sil-
ica Ludox at 10 wt.% is shown on Fig. 6. It is
clear that it is almost impossible to make a similar
equilibrium titration for zirconia because it takes
a lot of time.

There is another type of titration when user
adds a certain amount of reagent with a certain
increment. It is called ‘ml protocol’ in the DT
software. User specifies a total amount of the
injected substance and number of points. Burette
automatically inject this substance, wait the spe-
cified equilibration time and then CVI sensor
measures {-potential. In addition DT-300 moni-
tors pH and temperature continuously. A typical
titration of this kind is shown on Fig. 7. It has
been made using hexametaphosphate with precipi-
tated calcium carbonate at 3 vol.%.

The most complicated problem for titrating
concentrated dispersions is mixing. Mixing is ab-
solutely necessary for the successful titration.
However, it becomes hard to mix especially in the
ranges of instability.
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Fig. 6. Titration of the 10 wt.% silica Ludox using 1 N HCl and KOH.

We know only one solution of this problem:
pumping sample through the measuring chamber.
Traditional propeller mixers do not work with the
paste like samples. Pumping makes it possible to
involve a complete sample whereas propeller per-
form mixing only its own vicinity. Pumping func-
tions properly only when measuring chamber does
not have hydrodynamically stagnated spaces.
Otherwise, deposit built up in these spaces can
interrupt the flow.

We show here results of the titration performed
with several kaolin slurries. These data has been
published in the paper [56].

The kaolin used in this study was obtained
from the Engelhard Corporation and was catego-
rized as a fine grade crude with high iron content.
Kaolin, in general, is defined by platelet crystals
in which one of the dominant faces is made up of
octahedral alumina and the other consists of te-
trahedral silica. Particle aggregation thereby oc-
curs when the negative platelet faces (negative due
to isomorphic substitutions) interact with positive
charge sites on the crystal edges (due to pH
sensitive aluminol and silanol sites). The two dis-
persants used to study this aggregation phenom-
ena were both common to the kaolin industry and
consisted of 2.0 modulus silicate (Occidental
Chemical Corporation) and sodium hexam-

etaphosphate, SHMP (Albright and Wilson
Americas Inc.). The 2.0 modulus being in refer-
ence to the average distribution of silicate species
present (linear dimer, 3-D dimer and trimer). The
2.0 modulus silicate was expected to interact with
the positive edge sites of the kaolin platelet
through electrostatic interactions. The SHMP was
a cyclic polyphosphate, which is expected to ad-
sorb to the positive charges along the kaolin edges
through both electrostatic and covalent bonding.

Titration of the kaolin EC1 slurry with hexam-
etaphosphate reviled a strong pH dependence.
Titration curve shifts depending on the initial pH
value. It is illustrated on Fig. 8 for both {-poten-
tial and pH. It is not surprising because pH is a
strong charge factor for kaolin. For instance, Fig.
9 presents pH titration of the 40 wt.% EC2 kaolin
slurry. It is clear that {-potential goes up with pH.

Titration of EC1 kaolin slurry is a good exam-
ple showing importance of various factors, not
only dispersant concentration. It is convenient to
illustrate this complex titration using 3-dimen-
sional fingerprint. Fig. 10 shows this fingerprint
for kaolin ECI titration.

Titration of EC1 slurry illustrates existence of
the optimum concentration of dispersant. One can
see that increase of the hexametaphosphate con-
centration leads eventually to decreasing of {-po-
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tential. In this particular case it is related to the
increasing ionic strength and collapsing double
layer.

Dependence of {-potential on pH is an addi-
tional factor which might be exploited for reach-
ing higher {-potential values. From this viewpoint
hexametaphosphate has disadvantage because it
reduces pH. Another dispersant, silicate, is more
advantageous from the pH viewpoint because its
addition to the slurry increases pH, as it is shown
on Fig. 11. However, even combined silicate-pH
effect is not sufficient to gain {-potential values
created with hexametaphosphate. Maximum value
for silicate titration is — 28 mV whereas hexam-
etaphosphate yields — 34 mV at maximum.

Hexametaphosphate is more efficient in terms
of optimum amount as well. The maximum value
of {-potential can be reached adding twice less
hexametaphosphate (0.6% by kaolin weight) than
silicate (1.3% by kaolin weight).

There is one more factor which affects stability
of the kaolin dispersions: it is sonication. Appar-
ently neither of tested chemical factors (pH, hex-
ametaphosphate,  silicate) ~ destroys initial
aggregates. These chemical factors create environ-
ment which is potentially beneficial for gaining a
full stability, but in order to take advantage of
this environment one should apply-a strong agita-
tion which would destroy aggregates. It turned

A.S. Dukhin, P.J. Goetz / Colloids and Surfaces A: Physicochem. Eng. Aspects 192 (2001) 267-306

out that just mixing does not help. Only powerful
sonication is able to break aggregates. This effect
is illustrated on Fig. 12. It is seen that sonication
causes a large 5 mV jump in {-potential value.
Actually it is somewhat misleading. Sonication
does not affect surface charge. It creates a new
surface and reduces particle size. Appearance of
the new surface with the same {-potential leads to
the larger CVI signal. This larger CVI signal can
be interpreted as larger {-potential if we keep the
same particle size. So far particle size was as-
sumed to be 300 nm for all EC1 kaolin slurries.

There is an opportunity to prove independently
that sonication affects particle size distribution. In
order to do this we can use Acoustic measurement
which is a part of DT-1200. This acoustic sensor
measures attenuation of ultrasound. Attenuation
spectra contains information about particle size.
There are many examples of successful particle
sizing using acoustics [55].

Fig. 13 shows attenuation spectra measured for
various kaolin ECI slurries. Slurries with hexam-
etaphosphate and silicate are prepared at the opti-
mum dispersant concentrations. Corresponding
median sizes are given in the Table 3. It is seen
that the smallest size can be reached with hexam-
etaphosphate after applying sonication. This con-
clusion confirms our observations made with
electroacoustic measurement.
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10. Mixed dispersions

There are many important natural and man-
made dispersed systems containing a high concen-

tration of more than one dispersed phase. For
instance, whole blood contains many different
types of cells, paint usually consists of latex with
added pigment to provide color, and sunscreen
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preparations include both an emulsion as well as
sun-absorbing particles. In many such systems
there is a practical need to determine the particle
size distribution (PSD) of one or more ingredi-
ents. In general, light-based techniques are not
well suited to provide this information because
most optical methods require the sample to be
diluted prior to measurement, thereby distorting
or destroying altogether the particle size informa-
tion being sought. Furthermore, most light-based
systems cannot handle multiple disperse phases,
even in the most dilute case. In contrast, acoustic
attenuation spectroscopy [4,55,60—64] opens an
opportunity to eliminate this undesirable dilution
step.

There are at least three quite different philo-
sophical approaches for interpreting these acous-
tic spectra.

In the simplest ‘empirical’ approach, we forego
any size analysis per se and simply observe the
measured acoustic attenuation spectra to learn
whether, for example, the sample changes with
time or if ‘good’ or ‘bad’ samples differ in some
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significant respect. Importantly, this empirical ap-
proach provides useful engineering solutions even
in cases where we know nothing about the physi-
cal properties of the sample or whether indeed the
sample is adequately described by our theoretical
model.

In a more subtle ‘validation’ approach we as-
sume in advance that we know the correct particle
size distribution, and furthermore assume the real
dispersion conforms to some model. We then use
some predictive theory based on this model, as
well as the assumed size distribution, to test
whether this predicted attenuation matches that
actually measured. If the validation fails, it is a
very strong indication that the model is inade-
quate to describe the system at hand.

As an example of this validation approach,
consider the case where we construct a mixed
system by simply blending two single component
slurries. The PSD of each single-component slurry
can be measured prior to blending the mixed
system. Since we have control of the blending
operation we know precisely how much of each
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Fig. 9. pH titration of the 40 wt.% EC2 kaolin slurry.
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Fig. 10. Titration {-pH-hexametaphosphate fingerprint of the 40 wt.% kaolin EC1 slurry.

component is added. If we claim that the com-
bined PSD is simply a weighted average of the
individual PSD for each component, we are in
effect assuming that there is no interaction be-
tween these components. In this case the predic-
tion theory allows us to compute the theoretical
attenuation for this mixed system. If the experi-
mental attenuation spectrum matches the pre-
dicted spectrum then the assumption that the
particles did not interact is confirmed. However, if
the match is poor, it is then likely that the mixing
of the two components caused some changes in
the aggregative behavior of the system. Perhaps
new composite particles were formed by some
interaction of the two species. Or perhaps some
chemical component in one sample interacted
with the surface of another. Many interaction
possibilities exist. Nevertheless, it seems appropri-
ate to conclude that a necessary condition to rule
out aggregation on mixing is that the experimen-
tal and predicted attenuation curves match. In
addition we can probably also conclude that an

error between theory and experiment is sufficient
to say that some form of aggregation or dis-aggre-
gation on mixing has occurred. We will show that
such prediction arguments are indeed able to
monitor such aggregation phenomena.

Finally, we can take the ultimate leap and use
an ‘analysis’ algorithm to search for that particle
size distribution which in accordance with the
model and the predictive theory best matches the
experimental data.

Importantly, both the ‘validation’ and ‘analysis’
approach assume that we can accurately model
the real world, while at the same time making
some simplifying assumptions. For example, it is
common to assume that the particles can be
treated as spheres, even though we know that this
may not be exactly the case. Here, we follow the
paper [57] which suggests two models that can be
particularly  helpful for describing mixed
dispersions.

The first ‘multi-phase’ model assumes that we
can represent the PSD of a real-world dispersion
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as a sum of separate lognormal distributions, one
for each component in the mixed system. For this
paper we assume that there are only two compo-
nents, which reduces the overall PSD to a simple
bimodal distribution. When we calculate the at-
tenuation of such a multi-phase system we take
into account the individual density and other
particles properties for each component in the
mixture. For a bimodal case, the multi-phase ap-
proach would typically require the analysis al-
gorithm to fit five adjustable parameters: the
median size and standard deviation of both modes
and the relative mass fraction of each mode. In
this work we will assume that the weight fraction
of each mode is known in advance. Furthermore,
in an effort to avoid the well-known problem of
multiple solutions, we will further assume that
both modes have the same standard deviation.
Altogether, these simplifications reduce the num-
ber of adjustable parameters to just three: the
median size of each mode and the standard devia-
tion. The implications of these simplifications will
be discussed later.

The second ‘effective medium’ model further
assumes that one needs to determine the PSD of
just one component in an otherwise complex
mixed system. All other disperse phases are

lumped together into an effective homogeneous
medium characterized by some composite density,
viscosity and acoustic parameters. By adopting
this viewpoint, we significantly reduce a complex
real-world mixture to a simpler dispersion of a
single pre-selected dispersed phase in a newly
defined ‘effective medium’. We need not even
define the exact nature and composition of this
new medium since we can simply measure, or
perhaps calculate, the required composite density,
viscosity, attenuation and sound speed. If we as-
sume that the key disperse phase can be described
by a lognormal distribution then we have reduced
the degree of freedom to just two adjustable
parameters, a median size and standard deviation.

In the paper, we have evaluated the effective-
ness of both the multi-phase and the effective
medium model using the same set of experimental
data. As a result we gain a better understanding
of the restrictions and benefits of each method.

We used three pigments from Sumitomo Cor-
poration: AKP-30 alumina (nominal size 0.3 p),
AA-2 alumina (2 p) and TZ-3YS zirconia (0.3 p).
In addition we used precipitated calcium carbon-
ate (PCC) supplied by Specialty Minerals Corp.
(0.7 ) and Geltech silica (1 p).
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Fig. 11. Titration of 40 wt.% ECI kaolin slurry using silicate.
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Slurries of the AA-2 alumina, and the zirconia
were prepared in such a manner as to have quite
good aggregative stability. Each slurry was pre-
pared at 3 vol.% by adding the powder to a 102
mol 1= ! KCI solution, adjusted initially to pH 4 in
order to provide a significant (-potential. Al-
though the alumina showed very quick equilibra-
tion, the zirconia required about 2 h for the zeta
potential and pH to equilibrate as shown in Fig.
5. Both slurries were judged to be quite stable
under these conditions as indicated by the absence
of any noticeable settling.

Preparation of a 3 vol.% PCC slurry was more
problematic since the {-potential right after dis-
pergating was very low (1.3 mV). Control of pH
alone was insufficient and we therefore used
sodium hexametaphosphate in order to increase
the surface charge and improve the aggregative
stability of this slurry. In order to determine the
optimum dose we ran a {-potential titration, the
results of which are shown in Fig. 7. The {-poten-
tial reaches saturation at a hexametaphosphate
concentration of about 0.5% by weight relative to
the weight of the PCC solid phase.

The Geltech silica and the AKP-30 alumina
were used only as dry powders, being added to
the PCC slurry as needed.

The goals of the experiment were met in the
following steps:

Step 1: Three single component slurries of alu-
mina AA-2, zirconia and PCC respectively, were
prepared as described above.

Step 2: The attenuation spectra of these single
component slurries were measured and the parti-
cle size distribution for each was calculated.

Step 3: Three mixed alumina/zirconia slurries
were prepared by blending the above slurries in

different proportions and the attenuation spectra
for each mixture was measured.

Step 4: Geltech silica powder was added to the
initial PCC slurry and the attenuation spectra was
measured for this mixed system.

Step 5: AKP-30 alumina powder was added to
the initial PCC slurry and the attenuation spectra
for this mixed system was measured.

Step 6: The particle size distribution was calcu-
lated for all of the mixed systems using the ‘multi-
phases model’.

Step 7: The properties of the ‘effective medium’
were calculated for all mixtures.

Step 8: The particle size distribution for each of
these mixed systems was calculated using the ‘ef-
fective medium model’.
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Fig. 13. Attenuation spectra measured for ECI 40 wt.% kaolin slurry stabilized either with pH, or hexametaphoshate, or silicate.

Step 9: The results of the particle size calcula-
tion wusing two different approaches were
compared.

Step 10: The validation approach was used to
test for possible particle interaction$ in the mixed
systems.

The experimental attenuation spectra for the
three single component slurries and five mixtures
are shown in Figs. 14 and 15. In order to demon-
strate reproducibility, each sample shown in Fig.
14 was measured at least three times. Mixture 1,
in fact was measured yet a fourth time after a
fresh sample was loaded just to show that sample
handling was not a factor. It is clear that the
reproducibility is sufficient for resolving the rela-
tively large differences in attenuation between dif-
ferent samples.

The attenuation spectrum for the single compo-
nent slurries of the AA-2 alumina, the zirconia
and the PCC allows us to calculate the particle
size distribution for each of these materials. The
calculated sizes are given in the Tables 4 and 5
and it is seen that these acoustically defined sizes
agree quite well with the nominal sizes given by
the producers of these materials.

As shown in Figs. 14 and 15, the attenuation
spectra of the mixtures differ significantly from
the attenuation spectra of the single component
slurries. This difference in the attenuation spectra
reflects the differences in both the particle size
distributions and the density of the constituent
components in the mixtures.

.

“Table 3

Median particle size calculated from slurry

Chemical name Median log
Hexa, sonicated 0.2122
Hexa, blend 0.2621
Hexa, blend 0.2621
pH 10.2, sonicated 0.2658
pH 10.2, blend 0.3002
pH 10.2, blend 0.2978
pH 10.2, blend 0.3017
Silicate, sonicated 0.2362
Silicate, blend 0.2627
Silicate, blend 0.2586
pH 9.3, sonicated 0.3063
pH 9.3, blending 0.3671
pH 9.3, blending 0.366
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Fig. 14. Experimental attenuation spectra for initial alumina AA-2 and zirconia TZ-3YS from Sumitomo and their mixtures with
weight fractions given in the Table 4. This figure illustrates reproducibility, including two loads for the mixture 1.

We want to compare the effectiveness of the
‘multi-phase’ and the ‘effective medium’ approach
in calculating the PSD of these five different
mixed systems. )

First let us consider the more or less straight-
forward ‘multi-phase’ model. To use this ap-
proach we need only know the weight fraction
and density of both disperse materials. The
present software implementation assumes that the
total particle size distribution is bimodal and that
each mode corresponds to one disperse phase
material. For instance in the alumina/zirconia
mixture the smaller mode corresponds to the zir-
conia and the larger mode corresponds to the
alumina. The software takes into account the
difference in densities between materials of the
first and the second modes. The PSD of each
mode is itself assumed to be lognormal. In order
to reduce the number of adjustable parameters,
and in an effort to reduce the likelihood of multi-
ple solutions, the present software implementation
assumes that both modes have the same standard
deviation. The software searches for some combi-
nation of three adjustable parameter (two median

sizes and their common standard deviation) that
provide the best fit to the experimental attenua-
tion spectra. It assumes the relative content of the
modes to be known.
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Fig. 15. Experimental attenuation spectra for initial PCC

slurry and its mixture with the added silica and alumina
powders. Weight fractions are given in the Table 5.
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Table 5

Characteristics of PCC slurry and its mixtures with alumina AKP-30 and silica Geltech

Initial PCC Initial silica PCC and silica PCC and alumina
Powder PCC Silica PCC Alumina
Volume fraction,% 10.55 9.19 6.29 10.27 2.52
Weight fraction,% 23.53 19.6 11.3 21.6 8.1
Effective viscosity [cp] 1.125 1.094 1.118
Effective density [g cm ™3] 1.17 1.13 1.15
att M0 1.053
att M1 4.431
att M2 —3.648
att M3 0.9296
Parameters of the particle size distributions,
effective medium approach
Median lognormal [micron] 0.684 1.26 0.454 ) 0.325
SD 0.31 0.35 0.015 0.015
Fitting error,% 1.1 7.5 24
parameters of the particle size distributions,
two dispersed phases approach
Median size [micron] 0.449 0.681 0.798 0.2715
SD 0.16 0.19
Fitting error,% 8 1.9

The corresponding PSD for these five mixed
systems are shown in Figs. 16 and 17. The
parameters of these PSD are given in Tables 4
and 5. It is seen that in some cases this ‘multi-
phase’ approach yields approximately the correct
size. For instance, the two zirconia/alumina mix-
tures with a lower zirconia content (mixtures 2
and 3) have almost the correct size combination.
The size of the alumina particles is somewhat
higher than expected (2.15 p) but is still rather
acceptable. We can say the same about the PCC/
alumina mixture from Table 5. The difference of
the sizes relative to the nominal values does not
exceed 10%.

However, the multi-phase model appears a
complete failure for the alumina/zirconia mixture
1 as well as the PCC/silica mixture. It is not clear
yet why this ‘multi-phases model’ works for some
systems and not for others. We think it probably
is related to the fact that the present software
assumes that both particle size modes have the
same width. It is seen that the single component
zirconia slurry has a PSD that is much broader
(SD = 0.43) than the PSD of the AA-2 alumina

(SD = 0.26). The bimodal searching routine finds
the correct intermediate value for the standard
deviation (0.3) only for mixture 2. It is interesting
that this PSD solution is the closest match to the
superposition of the initial PSD. The standard
deviations for the other two mixtures are out of
range completely and the corresponding PSD also
deviate-from the expected superposition.

~ This observation allows us to conclude that our
restriction that the standard deviation be the same
for both modes might itself create an artificially
wrong solution. It is easy to eliminate this restric-
tion but as one adds additional degrees of free-
dom it is not uncommon to be faced with the
problem of multiple solutions.

This multiple solution problem appears when
the error function (difference between experimen-
tal and theoretical attenuations) has several local
minimums with different combinations of the ad-
justable parameters. In general, the problem of
multiple solutions increases as the number of ad-
justable parameters increases. It seems clear that
the maximum number of adjustable parameters to
avoid multiple solutions is not a fixed number but
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rather depends on a combination of factors: the
accuracy and amount of experimental data points,
the degree to which the real world sample is
described by the model, and how accurately the
key parameters of the colloid such as weight
fraction, density, etc are known. Our experience is
that bimodal PSD with even four adjustable
parameters sometimes exhibit multiple solutions.
We have found ways to resolve these multiple
solutions in the case of single component disper-
sions, however the situation is more complicated
for mixed dispersions with two or more chemi-
cally different components. For this reason, we
restricted the number of the adjustable parameters
to only three for this work.

These results indicate that the ‘multi-phase’
model might sometimes lead to wrong solutions
and it is unclear at this point how to completely
eliminate the problem.

In contrast, the ‘effective medium’ approach
circumvents this problem by addressing only the
question of determining a simple lognormal distri-
bution that describes only one disperse phase in

1.4+
~4— mixture 1

A mixture 2 %
1.2 1 @® mixture3 Se-

1.0

0.8

0.6

PSD, weight basis

0.4 1

0.2

Diameter {um]

Fig. 16. Particle size distributions calculated for alumina-zir-
conia mixtures using ‘multi-phases model’. The smaller size
mode corresponds to zirconia, the larger size mode is alumina
AA-2. Weight fraction and PSD parameters are given in the
Table 4.

an otherwise complex mixture. Since we are then
dealing only with two adjustable parameters (me-
dian size and standard deviation) the possibility
for multiple solutions is most likely diminished.
On the downside, when using the ‘effective
medium’ approach we need to perform an addi-
tional experiment to measure the properties of
this ‘effective medium’ and this may not always be
possible or without other difficulties.

In the case of the PCC mixtures with the added
alumina or silica, the original PCC slurry itself
serves as the ‘effective medium’. We need just
three parameters to characterize this ‘effective
medium’ namely: density, viscosity and attenua-
tion. Importantly, all three parameters can be
directly measured if we have access to this
medium. The attenuation is the most important of
these three required parameters. It is also the
most challenging to characterize because we need
the attenuation of this medium as a function of
frequency from 3 to 100 MHz. The current ver-
sion of the DT 1200 software allows us to define
the attenuation of the effective medium the same
way we would normally define the ‘intrinsic atten-
uation’ of even a pure liquid medium. This intrin-
sic attenuation as measured in dB cm ~! per MHz
can be described in terms of a polynomial
function: '

att(f) = att MO +fatt M1 +f?
att M2+ f> att M3,

where [ is frequency in MHz, and M0, M1, M2
and M3 are the polynomial coefficients.

For example, in the simplest case we can say
that our effective medium is just water. Water has
an attenuation that for practical purposes can be
said to simply increase as a linear function of
frequency if attenuation is expressed in dB cm !
per MHz. Thus M0, M1, M2 and M3 are zero
and M2 represents this linear dependence.

To use the effective medium approach for
mixed systems, we simply need to define new
coefficients to describe the intrinsic attenuation of
this new medium. In the case of the alumina/zir-
conia mixtures we use the alumina slurry as the
‘effective medium’. The coefficients for the alu-
mina slurry can be calculated by doing a polyno-
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Fig. 17. Particle size distributions calculated for PCC-alumina and PCC-silica mixtures using ‘multi-phases model’. Weight fraction

and PSD parameters are given in the Table 5.

mial fit to the attenuation data as shown in Fig.
18(A). These coefficients are also given in Table 4.
Similarly, the coefficients for the PCC ‘effective
medium’ can be calculated from a polynomial fit
of the attenuation data for that material as shown
in Fig. 18(B). Likewise, these coefficients are given
in Table 5. -

We should keep in mind that the initial alumina
slurry is diluted when we mix it with increasing
amounts of the zirconia slurry. As a result, we
need to recalculate the attenuation coefficients for
each mixture taking into account the reduced
volume fraction of the alumina in each mixture.
The suitably modified values for the attenuation
coefficients of the effective medium for all three
alumina/zirconia slurries are also given in the
Table 4. We avoided the need for making these
additional calculations in the case of the PCC
mixtures by simply adding dry silica or alumina
powder to the PCC effective medium, and there-
fore the coefficients for the PCC effective medium
is the same for both mixtures.

For an aqueous medium, the software automat-
ically calculates the intrinsic attenuation of water
and subtracts this from the measured attenuation
to deduce the attenuation caused solely by the
presence of the disperse particles. When using the

‘effective medium’ model, the software actually
works in the same way, except that the intrinsic
attenuation of water is replaced by the attenua-
tion of this new effective medium. For instance, in
the case of the PCC/alumina mixture the software
calculates the attenuation due to the PCC contri-
bution and subtracts it from the total attenuation
of the mixture. The residual part corresponds to
the attenuation due to the alumina particles and is
the sourge of the particle size information for the
alumina component. The software assumes a log-
normal PSD and fits this residual attenuation
using the median size and standard deviation as
adjustable parameters.

This effective medium approach allows us to
calculate the particle size distribution of the zirco-
nia in the alumina/zirconia mixtures and of the
silica or the alumina in the case of PCC mixtures.
The corresponding values are shown in Tables 4
and 5. Figs. 19 and 20 illustrate the corresponding
PSD for each case.

In the case of zirconia we have almost the same
PSD for all three mixtures. This PSD agrees well
with the initial slurry. The fitting error is much
smaller than in the ‘multi-phase model’ which is
an additional indication of the consistency.
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In the case of PCC mixtures the situation is
more complicated. We have a very good correla-
tion with the nominal size for the AKP-30 alu-

Alumina AA-2

Y = 1.593 + 0.08454X - 1.251X ?+05281X

0.8
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Fig. 18. Experimental attenuation spectra measured for indi-
vidual alumina AA-2 slurry and PCC slurry with polynomial
fit.
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Fig. 19. Particle size distribution calculated using ‘effective
medium model’. The case of zirconia in the alumina AA-2
dispersion as the effective medium. Attenuation of the alumina
is reduced according to volume fractions from the Table 4.
Density and viscosity are adjusted as effective medium.

mina for PCC-alumina mixture with a good
fitting error.

The other PCC based mixture gives a particle
size which is twice smaller than expected. You can
see from the Table 5 that the calculated size of the
silica Geltech is only 0.454 p whereas the nominal
size is at least 1 p. We measured acoustically for
this silica even larger size of 1.26 p. It might

happen because of the dispersing problems. We

have found that this silica is difficult to disperse
properly even at high pH and high zeta potential.
For instance, we measure {-potential of — 66 mV
for this silica at pH 11 but even this was appar-
ently not sufficient to disperse it completely.
Summarizing the Analysis results for these five
mixtures, we conclude that in the case of the three
mixed dispersions (alumina-zirconia mixtures 2
and 3, and the PCC-alumina mixture), the ‘multi-
phase model’ and the ‘effective medium model’
gave similar results and reasonable PSD. For the
other two mixtures, the results are more confus-
ing. We suspect that the failure of the ‘multi-
phases model’ for the alumina-zirconia mixture 1
is related to the restriction on the PSD width, but
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particles aggregation is still a candidate as well. In
the case of the PCC—silica mixture a double fail-
ure of the both modes certainly point towards
particle aggregation.

We can evaluate these ideas about aggregation
of the two troubled mixtures using the ‘validation’
approach. To do this we must first compute the
total PSD using the known PSD of the individual
single component dispersions. Next, we calculate
the predicted attenuation for this combined PSD.
This predicted attenuation should agree with the
experimental spectrum for the mixed system if
there is no particle interaction between the
species.

Fig. 21 illustrates the predicted and experimen-
tal attenuation spectrum for the Zirconia—alu-
mina mixture 1 and the PCC-silica Geltech
mixture. For both mixtures we have also added
the predicted attenuation corresponding to the
best PSD calculated using the ‘multi-phase model’
analysis.

Alumina and silica in PCC slurry

—@— alumina
30+ - silica

I
|

PSD, weight basis

0 - 1
10" 10
Diameter [um|

Fig. 20. Particle size distribution calculated using ‘effective
medium model’. The case of alumina AKP-30 and silica in the
PCC dispersion as effective medium.

It is seen that in the case of the zirconia-alu-
mina mixture a superposition PSD generates an
attenuation spectrum that fits experimental spec-
tra much better than the best ‘multi-phase model’
analysis PSD. The fitting error has improved from
5 to 2.3% and becomes comparable with the best
fitting errors of the ‘effective medium’ model. This
correlation between Prediction and Experiment
proves that our concern about using a common
standard deviation for both modes was well
founded. The Prediction program allows us to
apply independent standard deviation for each
mode of the PSD and as a result we achieve much
better fitting than in the case of the Analysis
‘multi-phase’ model that uses the same standard
deviation for both modes.

In addition we conclude that there is no aggre-
gation between the alumina and zirconia particles
in this mixed dispersion. Otherwise, the theoreti-
cal attenuation based on the superposition as-
sumption would not fit experimental data.

The situation with the second mixture (PCC-
silica) is very different. In this case the predicted
attenuation provides a much worse fit than the
best ‘multi-phase’ model analysis. The fitting error
degrades from 8 to 17.2%. This means that super-
position assumption is not valid. In this case there
is apparently some aggregation between the PCC
and silica particles.

11. Structured dispersions

In many real concentrated dispersions particles
build a structural network. They are not indepen-
dent in these systems and oscillation of this net-
work causes the additional mechanism of the
sound attenuation: ‘structural losses’. This com-
plicates characterization of the particle size distri-
bution. Fortunately, in many cases structural
losses are negligible even at very high volume
fractions. For instance, experimental dilution test
with concentrated rutile and silica [13] dispersions
yields correct particle size taking into account
only viscous losses.

However, there are some instances when theory
of viscous losses only fails to fit the experimental
data. One such examples is given in the paper of
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Fig. 21. Experimental and theoretical attenuation for zirconia—alumina mixture 1 and PCC—silica mixture. Theoretical attenuations
are calculated for the best Analysis result and for combined PSD build from the individual distributions assuming no particle
aggregation.
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Table 6
Particle size of the two alumina samples

Median particle size [micron]

ALM-41-01 AL-160SG-4
Size, horiba 1.47 0.56
Size, sympatec 1.98 0.71
Size, penkem, 1.79 0.52

vir <20%

Size, acoustics, 1.63 (fit error  0.77 (fit error
vir = 40% with 6.1%) 2.3%)
structural losses

Size, acoustics, 1.07 (fit error 0.8 (fit error
vfr = 40% no 19.2%) 18.4%)
structural losses

several Japanese scientists [65] from the National
Institute for Resources and Environment,
Tsukuba, Japan. We have used this paper in order
to show that the additional mechanism of struc-
tural losses provides required theoretical frame-
work for characterizing particle size distribution
in the highly concentrated (up to 40 vol.%) and
not completely stable dispersions.

The two alumina powders were used: Showa
Denko AL-160SG-4 and Sumitomo Chemical In-
dustry ALM-41-01. The median size of the each
powder was measured by laser diffraction using a
Sympatec Helos and by photo-centrifugation us-
ing a Horiba CAPA-700. This data is summarized
in Table 6.

Both samples were stabilized with sodium poly-

calboxyl acid as a surfactant and ball milled for 3 "

days. The volume fractions of the slurries varied
from 1 to 40%.

They used PenKem Acoustophor 8000 for mea-
suring the acoustic attenuation spectra of these
slurries. The particle size calculated from these
attenuation spectra agreed with independent mea-
surements at volume fractions below 20%. This
size data is summarized in Table 6.

The attenuation at the highest volume fraction
is shown on Fig. 22. We have reproduced these
curves from the published graphs because the
numerical data was not available in their paper.
As a result, one may assume some small devia-
tions from the original data.

We use attenuation spectra at the highest vol-
ume fraction in the further analysis.

Fig. 23 shows the experimental and theoretical
attenuation spectra at the highest volume frac-
tions, about 40 vol.% for both alumina samples. It
is seen that the theory does not fit the experimen-
tal data very well since the experimental attenua-
tion exceeds the theory by a substantial degree.
Based on this excess, the authors concluded that
there is an unknown factor which becomes signifi-
cant at high volume fraction.

We suggest ‘structural losses’ as this hypotheti-
cal factor. We used Eq. (11) for calculating the
theoretical attenuation spectra. We assumed that
the first virial coefficient f is zero. The second
virial coefficient is then used as an adjustable
parameter in addition to median size and stan-
dard deviation of the lognormal particle size dis-
tribution. This searching routine looks for the
particle size distribution which generates a theo-
retical attenuation spectra which fits the experi-
mental spectra with the least error.

The addition of this new adjustable parameter,
é, allowed us to achieve much better theoretical fit
as illustrated in Fig. 24. Table 6 gives the results
of the calculated particle sizes and fitting errors. It
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Fig. 22. Experimental attenuation spectra of the two alumina
slurries characterized in the paper [65].
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Fig. 23. Theoretical fit to the experimental data presented in
the paper [65] assuming no structural losses.

is seen that the addition of these structural losses
leads to dramatic improvements in the fitting
error, which strongly suggests that this mecha-
nism can indeed explain the observed excess
attenuation.

The particle size data (Fig. 25) confirms this
conclusion as well. It is seen that particle size
calculated including these structural losses are
much closer to independent measurement per-

Attenuation [dB/cm/MHz]

4 experiment

log, total

10' 10
Frequency [MHz]

Fig. 24. Theoretical fit to the experimental data presented in
the paper [65] with structural losses.

formed with diluted system using light based
instruments.

It is interesting that the value of the second
virial coefficient turns out to be the same for both
samples, 0.8. It is independent on the particle size,
as it is supposed to be. This parameter character-
izes flexibility of reology of the polymer chains
linking particles together into the structure at high
volume fractions.
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Fig. 25. Particle size distribution calculated for the two alu-
mina samples described in the paper [65].
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We would like to finish with warning, that
addition of the structural losses is justified only
when traditional theory fails and experiment shows
an excess attenuation. This excess attenuation is a
source of experimental information for calculating
microreolgical properties.

12. Conclusions

In the last few years, the fields of acoustics and
electroacoustics have made significant advance-
ments in theoretical modeling, instrumentation,
and experimental applications. The measurement
of particle size by acoustic attenuation has been
improved by new theoretical models that account
for specific particle—particle interactions in concen-
trated structured systems and mixed dispersions.
Refinements in the analysis of the different acoustic
loss mechanisms have been presented in detail.

The combination of acoustic and electroacoustic
spectroscopy provides more reliable and complete
characterization of the disperse system than either
one of those spectroscopes separately. Electroa-
coustic phenomena is more complicated when com-
pared to acoustics because an additional electric
field is involved. This problem becomes even more
pronounced for concentrated systems and the best
approach is to use acoustic attenuation to deter-
mine particle size, and electroacoustics separately
to measure electric surface properties. The com-
bined measurement of particle size and surface
charge by the ESA technique requires a higher
degree of theoretical complexity and can be less
reliable.

New applications of the acoustic attenuation
method and the colloid vibration current include
ceramics, bimodal systems, chemical polishing ma-
terials, emulsions, microemulsions, latex, struc-
tured dispersions, mixed dispersions, clays,
minerals, paints, inks, etc. Further applications of
these techniques are underway especially in the field
of non-aqueous systems that cannot be easily
studied by other methods. While theoretical models
have made great advancements, more work is
needed to extend electroacoustic theory to non-
aqueous systems and for explaining the role of the
thermal effects in the electroacoustics.

List of abbreviations

a particle radius

b cell radius

G, heat capacity at constant pressure
¢ sound speed

Du Dukhin number

d particle diameter

E external electric field

(E> macroscopic electric field strength
hydrodynamic friction force
conductivity attributed with index
local current in the cell
macroscopic current

intensity of the sound

complex unit

special function (Appendix A)
special function (Appendix A)
complex wave number

cell layer thickness

gap in the electroacoustic chamber
stress modulus

number of the volume fractions
pressure

spherical radial coordinate

time

measured electroacoustic signal
speed of the motion attributed accord-
ing to the index

acoustic impedance

attenuation specified with index
thermal expansion attributed with
index

viscous depth

thermal depth

dielectric permettivity of the media
dielectric permittivity of the vacuum
electric potential

hydrodynamic friction coefficient
dynamic viscosity

volume fraction

reciprocal Debye length

surface conductivity

wave length

dynamic electrophoretic mobility
kinematic viscosity

spherical angular coordinate

ks

~

s

N\
~
N

*

gh_\.\t}.\\‘

oY) ™= R N :OCON\:th
k]
X ©

<

™
5 -

LT I[N, @

D = R
[



304 A.S. Dukhin, P.J. Goetz / Colloids and Surfaces A: Physicochem. Eng. Aspects 192 (2001 ) 267-306

0 density attributed according to the
index

T heat conductance attributed according
to the index

w frequency

¢ electrokinetic potential

Q drag coefficient

Indexes

i index of the particle fraction

p particles

m medium

s dispersion

r radial component

0 tangential component

vis viscous

th thermal

sc scattering

int intrinsic

in acoustic input

out acoustic output

rod delay rod properties

Appendix A. Special functions

There are several special furictions used in the
above mentioned theory. They are specified
below.

ih(a) idh(x)
2a 2dx *7*

h(x) = hy(x) hy(B) — hi(B) ha(x)
I=1(f)—1(2)
I(x)=

x(1+J 3A—x) . x_z_}i_l
~hdp)e” )[ 25 ”(/ﬁ 25 xﬂ

3(1 23 1

H(x)=

e—x(l+j)
x=

11 = _—j——_—x=a

e—x(l +7)
Iy= — =515+ 1) + (x> + 1.5x)]Ez8
ex(l +7)

L= 53 —1.5(x =) +j(— x2 4+ 1.5x)Ezt

exp(—x) [ x+1

hy(x) = sin x — cos x
X x
(X + .
+]< cosx+smx>]
hy(x) = exp(x) |: sin x + €os X
< — cos x + sin x)}
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